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Abstract. – We investigate the selection of structures generated by diffusive instabilities in
asymmetric bistable systems. It is shown that the nonlinear coupling between the zero mode
and the different spatial modes emanating from the two homogeneous states can give rise to
self-parametric instabilities favoring the occurrence of stable resonant rhombic and superlattice
patterns.

Diffusive instabilities have proved to be a major pattern-forming mechanism in physics,
chemistry, and materials science [1]. Many experiments and numerical works have studied the
formation of such structures in systems that further exhibit the phenomenon of bistability
between homogeneous steady states (HSS) [2–8]. On the other hand, most theoretical results
in this field have been obtained in systems possessing a single HSS. There, in the case of
supercritical or slightly subcritical bifurcations, a weakly nonlinear theory has been developed
to tackle the pattern selection problem [9,10]. The situation is more complicated in bistable
systems where diffusion-driven instabilities can appear on both HSS. These instabilities in
general interfere with the saddle-node bifurcations corresponding to the limit points of the
bistability domain. We have indeed shown previously that large-amplitude structures can arise
from the coupling between the spatial critical modes and the homogeneous mode that becomes
marginal at the hysteresis limits [5,11]. In that work, however, we have only considered
symmetric bistable systems for which the hysteresis loop presents in phase space an inversion
symmetry with respect to the critical point. The branches of patterned solutions issued from
the two Turing instabilities then interconnect [5]. However, most experimental systems do not
exhibit this nongeneric property. In this letter, we investigate the effects of the asymmetry
of the hysteresis loop on the pattern selection problem. In the case at hand the critical wave
numbers \( q^u_c \) and \( q^l_c \) associated with the two diffusive instabilities on the HSS are different.
We show that the interaction between these spatial modes can give rise, through the coupling
with the zero mode, to new self-resonance effects leading, for instance, to the stabilization of
nonequilateral triangles which have been observed in boundary-fed reactors [12,13]. Similarly,
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we predict in such systems the onset of superlattice patterns [14] composed of two different but interacting sublattices, respectively, with wave numbers $q^u_c$ and $q^l_c$.

For the sake of concreteness, we consider the following variant of the FitzHugh-Nagumo model (FHN):

\begin{align}
\partial_t u &= u - u^3 + \beta uv - v + \nabla^2 u, \\
\partial_t v &= \epsilon(\gamma u - v - a) + d\nabla^2 v.
\end{align}

However, the results presented below have a wider range of application. Here $d = D_v/D_u$ and $\epsilon = T_u/T_v$ are, respectively, the ratio of the diffusion coefficients and characteristic chemical relaxation times of the activator $u$ and inhibitor $v$. The parameters $a$, $\gamma (> 0)$ and $\beta (> 0)$ control the relative position and thus the number of intersections of the nullclines. In the following, we consider only cases where $\epsilon$ is such that a Hopf bifurcation never comes into play in agreement with the experimental situations we want to describe.

As the control parameter $a$ is varied, bistability arises for $\gamma < \gamma_c$ through two back-to-back saddle node bifurcations at $a = a_u$ and $a = a_l$, linked by their unstable manifold and creating a hysteresis loop between two HSS inside the cusp region shown in fig. 1. When $\beta = 0$, the bistability domain is symmetric with respect to the critical point $(a_c = 0, \gamma_c = 1)$. An increase of the parameter $\beta$ induces a distortion of this symmetric hysteresis loop in the $[u, a]$-plane.

In the presence of a differential diffusion process ($d > 1$), these HSS can be destabilized by inhomogeneous perturbations. In general, two Turing instabilities are created at $(a_T, \gamma_T)$. In the $[a, \gamma]$-plane, when $\gamma$ is decreased below $\gamma_T$, they migrate, invade the cusp region and approach the limit points. The location of the Turing thresholds respectively on the upper and lower branch is denoted $a^T_u$ and $a^T_l$. For a given value of $\gamma$, the diffusive instability comes closest to the saddle node bifurcation whose curvature $K_i$ ($i = u, l$) is the largest and the corresponding wave number is the smallest. In our model, we have $K_u > K_l$, and thus $q^c_u < q^c_l$; the Turing bifurcation on the upper branch is also the first to come in coincidence with the limit point $a_u$ at $\gamma = \gamma^L_u$. For $\gamma < \gamma^L_u$, the pattern-forming instability only appears on the lower branch and when $\gamma < \gamma^L_l$, no more diffusive instability occurs on the HSS. The
results of this linear stability analysis which are common to many bistable systems [4,6–8] are summarized in fig. 1.

In previous works, we have shown that the homogeneous mode must be taken into account in order to obtain a global description of the development of the structures that can appear in bistable systems [5,11]. We therefore approximate the concentration fields by a linear superposition of this homogeneous mode $A_0$, $m_j$ critical modes associated with the diffusive instability on the lower branch ($\{A_j\}$) and $m_k$ critical modes corresponding to the instability occurring at $a^T_u$ ($\{B_k\}$):

$$ c = e_1 A_0 + e_2 \sum_j A_j \exp [i q_j \cdot r] + e_3 \sum_k B_k \exp [i q_k^u \cdot r] + \text{c.c.,} \quad (3) $$

where $c = (u)$ and $|q_j| = q_c^j$; $|q_k| = q_c^u$. The coefficients $e_m$ are the eigenvectors of the corresponding Jacobian matrix. When $q_c^j \neq q_c^u$, this model exhibits standard patterns of smectic (stripes) and hexagonal symmetry of wave numbers $q_c^u$ or $q_c^j$ that emanate, respectively, from the instabilities at $a^T_u$ and $q_c^T$.

Moreover, the resonant interaction between the critical modes associated to these two Turing instabilities can give rise to stable rhombic patterns characterized by wave vectors forming isosceles triangles. One can distinguish two types of such structures:

i) \[ c = e_1 A_0 + e_2 (A_1 e^{i q_1^j \cdot r} + A_2 e^{i q_2^j \cdot r}) + e_3 B_3 e^{i q_3^u \cdot r}, \quad \text{with } q_1^j + q_2^j + q_3^u = 0, \quad (4) \]

ii) \[ c = e_1 A_0 + e_3 (B_1 e^{i q_1^u \cdot r} + B_2 e^{i q_2^u \cdot r}) + e_2 A_3 e^{i q_3^j \cdot r}, \quad \text{with } q_1^u + q_2^u + q_3^j = 0. \quad (5) \]

The corresponding amplitude equations can be written in the following compact form (case i)):

$$ \frac{dA_1}{dt} = \mu_1 (A_0) A_1 + (\nu - g_{ND} A_0) A_2^* B_3^* - g_D |A_1|^2 A_1 - g_{ND} [ |A_2|^2 + |B_3|^2 ] A_1. \quad (6) $$

The equation for $A_2$ can easily be obtained from eq. (6) by permutation of indices 1 and 2,

$$ \frac{dB_3}{dt} = \mu_2 (A_0) B_3 + (\nu - g_{ND} A_0) A_1^* A_2^* - g_D |B_3|^2 B_3 - g_{ND} [ |A_2|^2 + |A_1|^2 ] B_3, \quad (7) $$

$$ \frac{dA_0}{dt} = f(A_0) + (\nu - g_{ND} A_0) [ |A_1|^2 + |A_2|^2 + |B_3|^2 ] - g_{ND} [ A_1 A_2 B_3^* + A_1^* A_2^* B_3 ] \quad (8) $$

where $f(A_0) = 0$ determines the HSS. The linear growth rates $\mu_i(A_0)$, which are nonlinear functions of $A_0$, and the coupling constants can be expressed in terms of the parameters of the model. Similar equations can be derived in the case ii) by permuting the amplitudes $A$ and $B$. These resonant patterns should not be confused with the unstable rhombic planforms characterized by two critical wave numbers of length $q_c^i$ ($i = u$ or $l$) and making an angle such that their sum does not correspond to an active mode [10]. In the latter case, the phases of the modes are arbitrary. In contrast, from eqs. (6)–(8), it is easy to derive the following equation for the sum $\Phi$ of the phases of the modes:

$$ \frac{d\Phi}{dt} = - (\nu - g_{ND} A_0) \left[ \frac{S^2 + R^2}{S} \right] \sin(\Phi), \quad (9) $$

where $\Phi = \phi_1 + \phi_2 + \phi_3$, if $A_i = Re^{i \phi_i}$, ($i = 1, 2$) and $B_3 = Se^{i \phi_3}$. According to the sign of $(\nu - g_{ND} A_0)$, $\Phi$ relaxes to 0 or $\pi$ leading to two types of conjugated structures. As in the case of regular hexagons, the sum of the phases of the modes forming the isosceles triangles...
Fig. 2 – 2D rhombic patterns obtained by numerical integration of the FitzHugh-Nagumo model (eqs. (1), (2)) at $a = -0.1$, $\beta = 0.7$, $\gamma = 0.9$, $\epsilon = 2.5$, and $d = 120$. (a) and (b): Rhombs corresponding, respectively, to cases i) and ii) for which the sum of the phases of the modes $\Phi = 0$. (c) and (d): Angular amplitude distribution in spatial frequency space for the patterns in (a) and (b), respectively.

adjusts in such a way as to favor the occurrence of these resonant rhombs. In fact, they can be obtained by stretching a hexagonal array along one of its symmetry axes. As a consequence, the corresponding Fourier transform presents either two large and four small peaks (case i)) or four large and two small amplitudes (case ii)) (figs. 2(c) and (d)). These rhombs can coexist with the regular hexagonal patterns in the vicinity of the instability points (cf. fig 3).

Such rhombs have been obtained in experiments on the chlorite-iodide-malonic acid reaction (CIMA) [12,13]. The CIMA reaction is known to exhibit a variety of nonlinear behaviors such as oscillations, bistability [15] and Turing structures [16,17]. The reaction takes place in a thin gel disk reactor which is sandwiched between two continuously fed well-stirred tanks in which the concentrations are maintained constant. The components of the reaction are distributed in the two reservoirs in such a way that neither compartment is separately reactive. In such boundary-fed reactors, gradients of concentration develop inside the gel and the control parameter $a$ thus presents a spatial variation in a direction perpendicular to the feeding planes leading to the unfolding in space of the corresponding bifurcation diagram. Two Turing instabilities then determine a spatial stratum of width $\Delta$ wherein the HSS is linearly unstable. When $\Delta \leq q_C^{-1}$ quasi–two-dimensional resonant structures can develop in the transverse direction.

In order to explain the occurrence of these nonequilateral triangles, Gunaratne et al. [12,13] considered a system that exhibits a single Turing instability. Above the threshold, there exist in each direction of the Fourier spectrum a whole band of unstable modes. So it is possible
to construct solutions characterized by wave vectors of different lengths and lying inside the instability region. Numerical integrations of a modified Landau-Ginzburg equation then produce stable rhombic patterns. The modifications include the use of the so-called Gunaratne operator: \( \Box_j = n_j \cdot \nabla - \left( i/2q_c \right) \nabla^2 \) (with \( n_j = k_j/k_c \)) to describe the spatial modulations of the amplitudes and also the addition of new nonlinear terms which do not however play an essential role in the stabilization of these patterns. Since they violate the conditions that require all terms in the amplitude equations to be the same order of magnitude, these modifications have been the object of severe criticisms by several authors [18–20]. In this paper, we present a simple mechanism that explains why nonequilateral triangles corresponding to hexagons deformed along one of their axes can be formed in these two-side–fed reactors [21]. Clearly figs. 2(a) and (b) correspond, respectively, to figs. 6d and 6c obtained in experiments on CIMA reaction [21]. Numerical studies in large systems also exhibit the spatial coexistence of regular and distorted hexagons as in the experiments. Various observations indeed indicate that in these experiments the system is not too far from a cusp point. For instance, a variation of malonic acid concentration can induce a transition via the unstable uniform state, between two hexagonal patterns differing only in their wavelengths [21]. Also, the sequence: hexagons/stripes/re-entrant hexagons with a different wavelength has been generated by a change of the control parameter [21]. These results and others are consistent with the theory presented above. This explanation allows also to understand why such structures have not been observed in standard pattern-forming instabilities (Rayleigh-Bénard).

When the critical wave numbers are sufficiently different, superlattice structures can also be easily generated. As shown in fig. 4(b), they correspond to patterns that have structures on the two length scales \( 2\pi/q_{u} \) and \( 2\pi/q_{l} \) dictated by the instabilities appearing on the HSS. In Fourier space, they are characterized by wave vectors forming resonant triplets (equilateral triangles of lengths \( q_{l} \) or \( q_{u} \) and the isosceles triangles defined above). An example is shown in fig. 4(a) of a superlattice with 9 modes. The corresponding planform then takes the following form:

\[
c = e_1 A_0 + e_2 \sum_{j=1}^{3} A_j \exp \left[ i q_j \cdot r \right] + e_3 \sum_{k=1}^{6} B_k \exp \left[ i q_k \cdot r \right] + \text{c.c.},
\]

with \( q_1^1 + q_1^2 + q_3^3 = 0 \), \( q_1^1 + q_1^u + q_2^u = 0 \), \( q_2^1 + q_3^u + q_4^u = 0 \), and \( q_3^3 + q_5^u + q_6^u = 0 \).
As preceedingly, coupled amplitude equations can be derived. Here also, it is the sign of the quadratic term that determines the sum of the phases in each resonant triad. Dynamic superlattice structures have been obtained in nonlinear optical devices [22,23] and in two-frequencies Faraday experiments [24,25]. More recently, the stability of stationary superlattices generated by a single Turing instability on a regular lattice has also been studied [20]. The corresponding wavelength is then chosen in such a way that the lattice can accommodate a pattern of given symmetry. On the other hand, in the bistable systems we have considered, the two wave numbers are naturally associated to the two Turing instabilities on the HSS. It is indeed well known [20,26] that rhombic patterns or quasiperiodic structures cannot bifurcate from a Turing instability on a single HSS. In the absence of zero mode, the instability of these patterns is only guaranteed if the linearized eigenvalues associated to the two families of critical modes are all negative. This implies the existence of a bistability domain and the homogeneous mode $A_0$ must then be incorporated in the dynamical description. As a result, our scenario does not reduce to the models introduced preceedingly from a study of ad hoc reaction-diffusion systems [26,27].

Finally, resonant interactions between the two families of critical modes also occur in the case of structures periodic in one direction (stripes) when the critical wave numbers satisfy the condition $q_{lc}^1 = 2q_{uc}^u$. Only the patterns with the largest wave number $q_{lc}^1$ then survive. This provides a nice example of self-entrainment of spatial modes emanating from different branches of the bistable. It should not be confused with the 1 : 2 resonance that occurs when the first superharmonic of the critical mode becomes active in a system exhibiting a pattern-forming instability with a flat dispersion curve [28]. In bistable systems, the coupling with the zero mode prevents the onset of the drift instability and reinforces the stability of the pattern with wave number $q_{lc}^1 = 2q_{uc}^u$. A similar self-resonance effect again occurs when $q_{lc}^1 = 3q_{uc}^u$, two types of patterns with wave numbers $2q_{lc}^u$ and $3q_{lc}^u$ are then obtained according to the initial conditions.

The mechanisms presented above are still operative in the monostable region but close to the critical point.

In conclusion, we have shown that asymmetric bistable systems present further examples of self-induced resonances resulting from the interaction between two different symmetry-breaking instabilities [23,29]. Here it is the spatial modes associated to one of the diffusive
instabilities that play the role of the forcing of the other. As a result, these systems provide good candidates for the experimental observation of superlattice Turing patterns.
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