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The oscillatory growth of chemical gardens is studied experimentally in the budding regime using a co-flow of two reactant solutions within a microfluidic reactor. The confined environment of the reactor tames the erratic budding growth and the oscillations leave their imprint with the formation of orderly spaced membranes on the precipitate surface. The average wavelength of the spacing between membranes, the growth velocity of the chemical garden and the oscillations period are measured as a function of the velocity of each reactant. By means of materials characterization techniques, the micro-morphology and the chemical composition of the precipitate are explored. A mathematical model is developed to explain the periodic rupture of droplets delimited by a shell of precipitate and growing when one reactant is injected into the other. The predictions of this model are in good agreement with the experimental data.

1 Introduction

Engineering strategies for designing functional materials with complex shapes are of fundamental interest in materials science. In particular, the design of hierarchical microstructures with complex three-dimensional (3D) shapes is of interest for applications ranging from catalysis and optics to magnetic devices and sensing.1,3 A potential route for the controlled growth of 3D microstructures is offered by precipitation reactions due to the diversity of 3D patterns they yield at various scales.4,5 Among them, the self-organized precipitation of chemical gardens has recently attracted scientific attention due to the large variety of precipitation architectures they form.6–8 Chemical gardens grow in out-of-equilibrium conditions by combination of osmosis and of the self-propagation of precipitation zones around a buoyancy-driven fluid flow. This leads to the emergence of complex morphologies with self-assembled layers of different chemical composition.9 Understanding their rich chemical, electrical and magnetic properties related to the steep concentration and electrochemical gradients across their walls10,11 is of tantamount interest in various fields including prebiotic chemistry12,13 and catalysis.6,8 Moreover, the self-organized growth mechanisms of chemical gardens are found in a plethora of natural systems such as in corrosion,14–16 chimneys at hydrothermal vents,17 cement hydration18 and large-scale brinicles.19 They serve thus as model systems to understand chemobrionics, i.e. the assembly of material architectures under a flux, and its exploitation in applications.6,8

The classical way to grow chemical gardens it to put a metal salt seed in a beaker containing a silicate solution. In that case, these gardens feature erratic shapes which are difficult to study both qualitatively and quantitatively. Indeed, the interplay between osmotic, buoyancy and reaction-diffusion processes induces in 3D a complex growth behavior. Various experimental approaches have been developed to control the growth of chemical gardens7 such as starting from a controlled pellet seed10,20,21 or using flow conditions. In these flow assisted techniques, experiments have focused on injecting a metal salt solution of known concentration in a 3D beaker of silicate22–24 or phosphate,25 and a quasi-2D Hele-Shaw cell (two glass plates separated by a thin gap).26–30 More recently, flow conditions have been tested in microfluidic devices31–33 or thin capillaries.34 Growth properties have also been studied in presence of a bubble controlling the growth of tubular structures.35,36

When a chemical garden grows with injection of the metal salt solution in a 3D-reactor containing a stagnant solution of silicate, three distinct growth behaviors have been observed at a constant flow rate depending on the reactant concentrations.22,23 In the jetting regime, observed at a low metal salt concentration, a buoyant jet of metal solution rises. Precipitation around that jet forms thin regular silica tubes. At a larger concentration, the popping regime is characterized by a periodic growth of the chemical garden. In this case, a membrane-bound droplet forms periodically at the tip of the silica tube. When the membrane ruptures, the droplet rises to the surface of the
silicate solution and the process repeats itself. This oscillatory dynamics has been analyzed quantitatively and information has been extracted on the period of the oscillations, the growth velocities of the precipitation tubes, the critical volume needed to burst the droplet\textsuperscript{22,23} and the chemical composition of the tubes.\textsuperscript{24} A second transition towards a so-called budding regime is observed for larger metal salt concentrations. Under these conditions, the expanding droplet does not detach from the silica tube but rather bursts and nucleates a new droplet at the rupture site. The characterization and quantification of the budding oscillatory regime still remains a challenge due to the disordered growth of chemical gardens in the 3D container.

In this context, we study experimentally the growth of chemical gardens within the co-flow of cobalt chloride (CoCl$_2$) and sodium silicate (Na$_2$SiO$_3$) solutions in a microfluidic device for large reactant concentrations giving the budding regime in 3D. The reactor consists of two concentric capillaries that allow to control the relative speed at which the two reactants are put in contact by tuning the flow rate in each inlet capillary. Thanks to the confined space within the microfluidics capillaries and the co-flow, the oscillatory growth of the budding regime is tamed and gives periodically spaced membranes on the precipitate surface. A theoretical model is developed to explain the dependence of the pattern wavelength, of the velocity of the structure growth and of the period of oscillations on the velocities within the two flows. The chemical composition of these membranes is analyzed using standard materials characterization techniques such as X-ray Powder Diffraction (XRPD) and Energy Dispersive Spectroscopy (EDS). The micro-morphology of the precipitates is studied by using optical microscopy and Scanning Electron Microscopy (SEM).

2 Materials and methods

Fig. 1 shows a schematic of the microfluidic reactor which consists of two vertical concentric capillaries forming a co-flow geometry. The capillaries of circular cross section are fluorinated ethylene propylene (FEP) chromatographic capillaries (Vici Jour). The dimensions of the outer FEP capillary are 3.2 mm for the outer diameter and $d_{\text{Si}}^\text{out}$ = 2.1 mm for the inner diameter, whereas the dimensions of the inner FEP capillary are $d_{\text{Co}}^\text{out}$ = 1.59 mm for the outer diameter and $d_{\text{Co}}^\text{in}$ = 1.00 mm for the inner diameter. The two capillaries are connected using a commercially available Polyether Ether Ketone (PEEK) junction positioned vertically on a plexiglass plate. The injection of the reactants is carried out with a neMESYS low pressure syringe pump working with a BASE 120 controller. The preparation of 1.375 M CoCl$_2$ solution was done by dissolving CoCl$_2$6H$_2$O (Sigma–Aldrich) in distilled water, whereas the Na$_2$SiO$_3$ was used as purchased (Sigma Aldrich), with a chemical composition: Na$_2$O = 10.6%, SiO$_2$ = 26.5%. The pH of the reactant solutions was measured with a pH benchtop meter inoLab pH7310. The experiments were recorded by an IDS CMOS camera (UI-3080CP-C-HQ R2). The samples are examined with an optical microscope Nikon SMZ18 and the photos of the samples were analyzed with the ImageJ software. Scanning Electron Microscopy (SEM) images were performed with a FEI QUANTA 200 3D microscope operated at 20.00 kV, coupled with an Energy Dispersive Spectroscopy detector with X-rays (EDX), A Bruker D8 Advance Diffractometer with a copper anode as an X-ray source was used for X-ray Powder Diffraction (XRPD) measurements.

The range of flow rates used is 0.01–10 μm s$^{-1}$, as in similar studies with injection.\textsuperscript{22–24,26–28} The velocity $u_{\text{Co}}$ of the CoCl$_2$ solution in the capillary can be computed from the flow rate $Q_{\text{Co}}$ imposed by the syringe pump using the following relation:

$$u_{\text{Co}} = \frac{4Q_{\text{Co}}}{\pi(d_{\text{Co}}^\text{in})^2}. \quad (1)$$

Similarly, the velocity $u_{\text{Si}}$ of the Na$_2$SiO$_3$ solution is computed as:

$$u_{\text{Si}} = \frac{4Q_{\text{Si}}}{\pi[(d_{\text{Si}}^\text{out})^2 - (d_{\text{Co}}^\text{in})^2]}. \quad (2)$$

where $Q_{\text{Si}}$ is the flow rate of the Na$_2$SiO$_3$ solution.

3 Results and discussion

3.1 Qualitative observations

Let us first describe qualitatively the growth dynamics of the precipitate and the various patterns obtained when the CoCl$_2$ solution is injected either in a stagnant or in a flowing Na$_2$SiO$_3$ solution. A summary of the patterns observed and the parameter space of the problem spanned by the respective velocities of the cobalt and silicate solutions is shown in Fig. 2.

3.1.1 Stagnant Na$_2$SiO$_3$ solution. When the Na$_2$SiO$_3$ solution is stagnant ($u_{\text{Si}} = 0$ mm s$^{-1}$), two distinct growth behaviors are observed according to the CoCl$_2$ flow velocity. When $u_{\text{Co}} \leq 0.1$ mm s$^{-1}$ (red circles in Fig. 2(c)), the
precipitation dynamics is essentially driven by buoyancy. Indeed, the density of the silicate solution is \( \rho_{Si} = 1.39 \text{ g ml}^{-1} \) while that of the cobalt solution is \( \rho_{Co} = 1.15 \text{ g ml}^{-1} \). As the \( \text{CoCl}_2 \) solution is less dense and its injection speed so low, it rises by buoyancy within the stagnant denser silicate solution. As a result, like in 3D with no injection speed, the precipitate does not feature any regular pattern on its surface (Fig. 2(d)). When the \( \text{CoCl}_2 \) flow velocity increases, \( u_{Co} > 0.1 \text{ mm s}^{-1} \) in the stagnant silicate (blue squares in Fig. 2(c)), the system enters the confined version of the oscillatory budding regime,\(^{22,23}\) in which precipitation intermittently forms a membrane at the tip of the growing precipitate structure. Upon continuous injection of \( \text{CoCl}_2 \), the membrane of this \( \text{CoCl}_2 \) droplet bursts irregularly in time to release the injected fluid which reacts again to form a new expanding membrane-bound droplet. This effect leads to an effective increase of the confinement which, as shown above, improves the overall regularity of the pattern imprinted in the precipitate as shown in Fig. 2(f) and 3(a). This behavior is observed for all green diamonds in Fig. 2(c).

### 3.1.2 Flowing Na\(_2\)SiO\(_3\) solution

The regularity of the frequency at which the \( \text{CoCl}_2 \) droplets rupture, and thus of the distance between precipitate membranes, can also be improved by using a co-flowing Na\(_2\)SiO\(_3\) solution (\( u_{Si} > 0 \text{ mm s}^{-1} \)) instead of reducing the system size. Fig. 2(a) and Video S2 (ESI\(^{†}\)) show that the co-flow of the two reactant solutions reduces the available lateral space along the horizontal direction where the droplet grows. The volume inside the outer capillary splits then into two regions: an outer one (outside the membranes) where mainly Na\(_2\)SiO\(_3\) flows and an inner one where mainly \( \text{CoCl}_2 \) flows and the droplet grows. This effect leads to an effective increase of the confinement which, as shown above, improves the overall regularity of the pattern imprinted in the precipitate as shown in Fig. 2(f) and 3(a). This behavior is observed for all green diamonds in Fig. 2(c).
As a result, we obtain precipitates with membranes separated by a constant wavelength $\lambda$ for given experimental conditions. Between two membranes, we observe a valley (see Fig. 3(a)), that corresponds to the interior of the growing bubble until a new membrane is formed at the given distance $\lambda$. As shown on Fig. 3(c), the sides of the precipitate structure growing on the capillary wall have a curved shape featuring a small indentation, called here “center”, where the flow of sodium silicate mainly flows.

When the velocity of the cobalt is increased for moderate silicate velocity, the precipitates formed are more irregular and present a shorter wavelength between membranes (see Fig. 3(b)). If the velocity of the silicate is further increased, the precipitation reaction does not have time to grow a cohesive rigid shell and no regular structures are obtained. This behavior is observed typically for parameter values represented by the orange pentagons in Fig. 2(c) (see Video S3, ESI†).

Eventually, if the co-flow exits the capillaries, we observe that the reaction continues outside the capillaries in the atmospheric air. If the end of the outer capillary is twisted to let the two solutions drip down, the precipitate itself becomes a self-organized microfluidic reactor allowing the flow of both reactants. Fig. 2(i) and Video S4 (ESI†) show that, as the reaction proceeds, it leads to the formation of quite long precipitation tubes with regular formation of droplets that burst to let the tube continue to grow downwards in the gravity field.

### 3.1.3 Precipitate color

A closer observation of the tubes under the optical microscope shows different colors of the precipitate depending on the flow conditions. When $u_{\text{Si}} = 0$ mm s$^{-1}$, the precipitate displays a mix of purple and green colors where purple dominates (Fig. 2(d) and (e)). In contrast, for $u_{\text{Si}} > 0$ mm s$^{-1}$, the green color dominates (Fig. 2(f) and 3(a), (b)). This can be due to the different compositions around the growing precipitate depending whether the silicate flows or not. Moreover, during the aging of the samples occurring between the end of the experiment and the extraction of the precipitates for optical microscopy measurements, different chemical equilibria are reached with the precipitate depending whether CoCl$_2$ or silicate is more abundant around it, yielding different colors and chemical compositions.

### 3.2 Quantitative analysis

In a large part of the parameter space, regularly spaced membranes are obtained (see green diamonds in Fig. 2(e)). We analyze here quantitatively their properties. Specifically, we measure the average wavelength $\langle \lambda \rangle$ defined as the average distance between membranes, the growth velocity $V$ of the precipitate and the characteristic time $T_R$ between two consecutive rupture events of the membrane-bound droplets.

The average wavelength $\langle \lambda \rangle$ of the pattern was measured from optical microscopy images of numerous samples produced under co-flow conditions. Fig. 4(a) shows the dependence of $\langle \lambda \rangle$ on the CoCl$_2$ solution’s velocity, $u_{\text{Co}}$. The variability of $\langle \lambda \rangle$ obtained from the 4 to 5 experiments performed under identical conditions is reflected in the error bars. For $u_{\text{Co}} < 4$ mm s$^{-1}$, $\langle \lambda \rangle$ remains roughly constant, but at larger flow velocities, $\langle \lambda \rangle$ decreases linearly down to roughly half of its low flow velocity value for $u_{\text{Co}} = 12.7$ mm s$^{-1}$. Fig. 4(a) shows also the good agreement between the data and the prediction derived from a theoretical model developed in Section 4. Note that the average distance between membranes is here of the order of 1–2 mm, similar to the diameter of the tube. This is much larger than the characteristic wavelength of stripes observed on smaller tubes obtained by bubble-templated tubular growth.$^{35}$

Fig. 4(b) shows that the velocity $u_{\text{Si}}$ of the outer silicate flow does not have a significant effect on the pattern wavelength for all CoCl$_2$ velocities considered. Since CoCl$_2$ is filling the expanding droplet, we may indeed expect that its inner flow velocity has a larger impact on the dynamics than the outer flow velocity of Na$_2$SiO$_3$.

The growth velocity $V$ of the tip of the precipitate was measured from images recorded with a high speed camera. Fig. 4(c) shows that the growth speed varies in first approximation linearly with $u_{\text{Co}}$ for various $u_{\text{Si}}$. Increasing $u_{\text{Si}}$ tends to slightly increase $V$. These results are similar to what is observed in the 3D popping regime of the oscillatory growth of chemical gardens$^{22}$ where the average growth also occurs at constant speed for given conditions.

Finally, knowing the average wavelength $\langle \lambda \rangle$ of the precipitate structure and the growth velocity $V$ of the chemical gardens, the average time, $T_R$, between two rupture events can be calculated as $T_R = \langle \lambda \rangle / V$. In Fig. 4(d), we observe that $T_R$ decreases when $u_{\text{Co}}$ increases and is well described by the theoretical model developed in Section 4.
The formation of a periodic structure in a co-flow geometry, when a reactant solution A (CoCl₂) is injected into a reactant solution B (Na₂SiO₃), is due to the periodic rupture of droplets filled with A and delimited by a shell of precipitate C, see Fig. 2(a). The experimental data reported in Fig. 4(b) show that the velocity of B has no significant impact on the pattern wavelength. Expressing the results by Comolli et al. we consider a spherical droplet filled with A and delimited by a shell of precipitate C. As shown experimentally previously, the membrane-bound droplets growing at the tip of tubes when a metal salt solution is injected into silicate show essentially no leakage during the expansion phase. Hence, we can assume that the volume of the drop is directly proportional to the flow rate of the reactant A. The temporal evolution of the droplet volume, $V(t)$, and area, $S(t)$, are thus given by

$$V(t) = \frac{4\pi}{3}R(t)^3 = Q_{Co}t, \quad S(t) = 4\pi R(t)^2,$$  \(3\)

where $R(t)$ is the radius of the sphere and $Q_{Co}$ the volumetric flow rate of the reactant A. The temporal evolution of the droplet radius is thus given by

$$R(t) = \left[3Q_{Co}t/(4\pi)\right]^{1/3}.$$  \(4\)

The volume of the shell of precipitate is given by

$$V_p(t) = 4\pi R(t)^2h(t),$$  \(5\)

where $h$ is the thickness of the shell and $hR \ll 1$. This assumption of thin shell is justified by the fact that, experimentally, the thickness of the membrane is much smaller than the wavelength $\lambda \approx 2R$. The validity of this assumption is addressed in Appendix A. The average concentration of C in the shell is thus given by

$$\langle c \rangle(t) = \frac{n_C(t)}{V_p(t)} = \frac{n_C(t)}{4\pi R(t)^2 h(t)}.$$  \(6\)

where $n_C$ is the number of moles of C. It has been shown that, when A is injected radially into B in 3D, the total amount of C increases with $t$. Expressing the results by Comolli et al. in dimensional units, we have the following scalings:

$$n_C(t) \underset{t \ll \tau_{ETS}}{=} 1.166k_0a_0b_0D^{1/2}Q_{Co}^{2/3}t^{13/6},$$  \(7a\)

$$n_C(t) \underset{\tau_{ETS} < t < \tau_{RS}}{=} 1.314a_0 \ln \left[1 + \frac{5\gamma}{2}\right] D^{1/2}Q_{Co}^{2/3}t^{7/6},$$  \(7b\)

$$n_C(t) \underset{t > \tau_{RS}}{=} 0.088a_0Q_{Co}t,$$  \(7c\)

where $a_0$ and $b_0$ are the initial concentrations of A and B, $\gamma = b_0/a_0$, $k$ is the kinetic constant of the reaction and $D$ the diffusion coefficient assumed identical for all species. Therefore, to compare this theory to the experimental data, we consider $D$
as an effective parameter varying in the range \( D = (2 \pm 1) \times 10^{-9} \text{ m}^2 \text{ s}^{-1} \) since most values of the diffusion coefficient in solution vary within this range.\(^{38}\) \( t_{\text{ET}} \) and \( t_{\text{TS}} \) are, respectively, the times at which the transitions between the “early-time” and the “transient” regimes and between the “transient” and “stationary” regimes occur.\(^{37}\) The expressions of \( t_{\text{ET}} \) and \( t_{\text{TS}} \) are obtained, respectively, by equating eqn (7a) to eqn (7b) and eqn (7b) to eqn (7c):

\[
t_{\text{ET}} = \frac{1.127}{k_b} \ln(1 + 5\gamma/2), \quad t_{\text{TS}} = \frac{9.02 \times 10^{-8} Q_{\text{co}}^2}{k_b} \ln^6(1 + 5\gamma/2) D^3 \quad \quad (8)
\]

The reaction considered in this work is very fast since it can form solid tubes under rather high injection rate \( (Q_{\text{co}} = 0.11 \text{ mL s}^{-1} \) in a quasi-2D geometry.\(^{28}\) Assuming \( k > 10 \text{ L mol}^{-1} \text{ s}^{-1} \) and \( D \approx 2 \times 10^{-9} \text{ m}^2 \text{ s}^{-1} \) and using the initial concentration of the reactants, \( a_0 = 1.375 \text{ M} \) and \( b_0 = 6.25 \text{ M} \), we then get

\[
t_{\text{ET}} < 4.5 \times 10^{-2} \text{ s}, \quad t_{\text{TS}} \approx (5 \times 10^{16} \text{ s}^{-6}) Q_{\text{co}}^2. \quad (9)
\]

Consequently, \( t_{\text{TS}} \) varies between 0.05 s and 5 s when \( Q_{\text{co}} \) varies between 1 \text{ mol s}^{-1} \) and 10 \text{ mol s}^{-1} \) as in the experiments performed to measure the average wavelength of the pattern, see Fig. 4(a). As shown quantitatively below, this significant variation of \( t_{\text{TS}} \) when \( Q_{\text{co}} \) varies within its experimental range explains the transition observed in the evolution of \( \langle \lambda \rangle \) with \( u_{\text{co}} \) reported in Fig. 4(a). Indeed, at \( Q_{\text{co}} = 1 \text{ mol s}^{-1} \) \( (t_{\text{ET}} \approx 0.05 \text{ s}), \) the rupture of the shell occurs at a time \( T_R > t_{\text{TS}} \) such that \( n_c \) is given by eqn (7c), whereas at \( Q_{\text{co}} = 10 \text{ mol s}^{-1} \) \( (t_{\text{ET}} \approx 5 \text{ s}), \) the rupture of the shell occurs at a time \( t_{\text{ET}} < T_R < t_{\text{TS}} \) so that \( n_c \) is then given by eqn (7b).

### 4.1 Main equation

A sheet of a given material is characterized by a work of fracture, \( \Sigma \), which represents the energy per unit area required to make a crack grow in the sheet. In other words, the energy required to make a crack move by a distance \( \ell \) is \( \Sigma h \) where \( h \) is the thickness of the sheet.\(^{39}\) In our case, the properties of the material composing the precipitate shell change during the growth of the droplet filled by the reactant A since the concentration of C increases with time, see eqn (7). Therefore, we expect that the work of fracture varies with the concentration of C: \( \Sigma = \Sigma(c) \). Here, we assume that this dependence on \( c \) is linear

\[
\Sigma = \eta(c), \quad (10)
\]

where \( \eta \) is a constant with units \( \text{ N L (m mol)}^{-1} \). Note that a rupture can only occur if the precipitate is sufficiently cohesive. At short time, of the order of \( t_{\text{ET}}, \) the amount of precipitate located between the two reactive solutions of A and B is still small. Therefore, we don’t expect any rupture process within such a short time in agreement with the characteristic time between two rupture events observed experimentally, see Fig. 4(d). Consequently, it is expected that the concept of work of fracture and eqn (10) apply only at sufficiently large times \( (t \gg t_{\text{ET}}) \).

When the volume of the droplet grows by an amount \( dV, \) a crack of length \( dR \) appears in the shell when the work performed by the fluid pressure is equal to the work of fracture:

\[
PdV = \Sigma h dR = \eta(c) h dR, \quad (11)
\]

where \( P \) is the pressure difference across the shell. Using \( dV = 4\pi R^2 dR \) and eqn (6), we get

\[
16\pi^2 R(t)^4P = \eta_n(t). \quad (12)
\]

### 4.2 Wavelength and rupture time

The wavelength observed in the precipitate structure and reported in Fig. 4(a) is computed as the diameter of the droplet when the rupture occurs. As explained above, we expect that a rupture event takes place when \( t_{\text{ET}} < t < t_{\text{TS}} \) at high flow rate or \( t > t_{\text{TS}} \) at low flow rate.

#### 4.2.1 Low flow rate. Eqn (9) shows that \( t_{\text{TS}} \) is small at low flow rates \( Q_{\text{co}} \). The rupture time, \( T_R \), is thus expected to be larger than \( t_{\text{TS}} \) in this case. Therefore, \( n_c \) is given by eqn (7c) which, together with (12), gives

\[
16\pi^2 R(t)^4P = 0.088\eta_n Q_{\text{co}} d. \quad (13)
\]

Using the expression (4) of \( R \) and solving for \( t \), we obtain the rupture time

\[
T_R = 5.33 \times 10^{-8} \frac{\eta^2 d^3}{P Q_{\text{co}}} \quad (14)
\]

As shown in Fig. 2(a), the distance \( \lambda \) between two successive membranes is equal to the diameter of the membrane-bound droplet filled of CoCl\(_2\) when it ruptures. Since the droplet is assumed to be a growing sphere of radius \( R \) given by (4), the wavelength \( \lambda \) is equal to the diameter \( (2R) \) of the droplet evaluated at the time \( T_R \) when a rupture event occurs. The pattern wavelength is thus given by

\[
\lambda \approx 2R(T_R) = 4.7 \times 10^{-3} \frac{\eta_0 d_0}{P}. \quad (15)
\]

The wavelength is thus constant at sufficiently low flow rates \( Q_{\text{co}} < Q_{\text{co}}^* \). The value of \( Q_{\text{co}}^* \) is computed below.

#### 4.2.2 Large flow rate. At larger flow rates, the rupture time, \( T_R \), is expected to be smaller than \( t_{\text{TS}} \) (but still larger than \( t_{\text{ET}} \)). Therefore, \( n_c \) is given by Eqn (7b), and together with (12), we get

\[
16\pi^2 R(t)^4P = 1.314\eta_0 d_0 \ln[1 + 5\gamma/2] D^{1/2} Q_{\text{co}}^{2/3} t^{7/6}. \quad (16)
\]

Using the expression (4) of \( R \) and solving for \( t \), the rupture time is found to be

\[
T_R = 3.15 \times 10^{-8} \frac{\eta^2 d^3}{P} D^{1/2} \ln^6(1 + 5\gamma/2) Q_{\text{co}}^{-1}. \quad (17)
\]

The pattern wavelength is thus given by

\[
\lambda \approx 2R(T_R) = 3.9 \times 10^{-3} \frac{\eta_0 d_0^2}{P} \ln^6(1 + 5\gamma/2) Q_{\text{co}}^{-1}. \quad (18)
\]

The wavelength is thus inversely proportional to the flow rate at sufficiently large flow rates \( Q_{\text{co}} > Q_{\text{co}}^* \) or, equivalently, at
sufficiently large flow velocities according to eqn (1). The transition between the two regimes occurs at a flow rate obtained by equating the two expressions (15) and (18) of the wavelength:

\[ Q_{Co} = 0.84 \frac{\eta a_0}{P} D \ln^2(1 + 5\gamma/2). \]  

(19)

4.3 Comparison with experiments

Since the parameter \( \eta \) is not known, we use the experimental value of the wavelength at low flow rates, \( u_{Co} \leq 3.82 \text{ mm s}^{-1} \), to determine it:

\[ \lambda_{exp} = (2.0 \pm 0.3) \text{ mm}. \]  

(20)

Using this value of the wavelength in eqn (15), we obtain

\[ \frac{\eta a_0}{P} = (4.3 \pm 0.6) \times 10^2 \text{ mm}. \]  

(21)

Using this value in eqn (14), we obtain the rupture time at low flow rates

\[ T_R = \frac{(4.2 \pm 1.8) \mu L}{Q_{Co}}, \]  

(22)

where \( Q_{Co} \) is measured in \( \mu L \text{s}^{-1} \). To better compare to the experimental data reported in Fig. 4(d), we use eqn (1) together with \( d_{Co}^{in} = 1 \text{ mm} \) to express \( T_R \) as a function of \( u_{Co} \):

\[ T_R = \frac{(5.3 \pm 2.2) \text{ mm}}{u_{Co}}, \]  

(23)

where \( u_{Co} \) is expressed in \( \text{mm s}^{-1} \). Eqn (23) agrees well with the data reported in Fig. 4(d) without any fitting parameter.

The pattern wavelength and the rupture time can now be computed at large flow rates. Using eqn (21) in eqn (18) together with \( D = (2 \pm 1) \times 10^{-9} \text{ m}^3 \text{s}^{-1} \) and \( \gamma = b_0/a_0 = 4.55 \), the theoretical value of the wavelength at large flow rates reads

\[ \lambda_{th} = \frac{(9.1 \pm 5.2) \text{ mm}^4 \text{s}^{-1}}{Q_{Co}} = \frac{(11.6 \pm 6.6) \text{ mm}^2 \text{s}^{-1}}{u_{Co}}, \]  

(24)

where \( Q_{Co} \) and \( u_{Co} \) are expressed in \( \mu L \text{s}^{-1} \) and \( \text{mm s}^{-1} \) respectively and where we used eqn (1) to express \( \lambda_{th} \) as a function of \( u_{Co} \). Eqn (24) agrees well with the data reported in Fig. 4(a).

Using eqn (21) in eqn (17) together with the values of \( D \) and \( \gamma \) reported above, we obtain the rupture time at large flow rates

\[ T_R = \frac{(393^{+677}_{-93}) \mu L^4 \text{s}^{-3}}{Q_{Co}^{6H2O.42}} = \frac{(1034^{+1778}_{-1034}) \text{ mm}^4 \text{s}^{-3}}{u_{Co}^{102mm}}, \]  

(25)

where again \( Q_{Co} \) and \( u_{Co} \) are expressed in \( \mu L \text{s}^{-1} \) and \( \text{mm s}^{-1} \) respectively and where we used eqn (1) to express \( T_R \) as a function of \( u_{Co} \). Eqn (25) agrees again well with the data reported in Fig. 4(d) without any fitting parameter.

The flow rate at which the transition between the two regimes occurs is obtained by using eqn (19) and (21) with the values of \( D \) and \( \gamma \) reported above:

\[ Q_{Co} = (4.5 \pm 0.7) \mu L \text{s}^{-1}. \]  

(26)

The corresponding flow velocity is found by using eqn (1) with the value of \( d_{Co}^{in} \) used above:

\[ u_{Co} = (5.8 \pm 0.9) \text{ mm s}^{-1}. \]  

(27)

This value of the flow velocity compares well with the velocity at which the transition is observed experimentally, see Fig. 4(a).

Finally, the force \( \Sigma h \) required to make a crack propagate in the shell of precipitate can be estimated using eqn (10) together with Eqn (4) and (6). For example, in the regime where the wavelength is constant and at the rupture time \( t = T_R \) given by eqn (14), we obtain

\[ \Sigma h = \frac{\eta C_0(T_R)}{4 \pi R(T_R)^2} = 6.8 \times 10^{-5} \left( \frac{\eta a_0}{P} \right)^2 P \approx 10^{-2} \text{N}, \]  

(28)

where we used Eqn (23) and \( P \approx 1 \text{ kPa.} \)

5 Ex situ materials characterization

Materials characterization techniques, such as scanning electron microscopy (SEM), X-ray diffraction (XRD) and Energy-dispersive X-ray spectroscopy (EDX) were employed to analyze the micro-morphology of the self-organized precipitates and their chemical composition.

Two regions on the precipitate are considered for the SEM analysis (see Fig. 3(c)): the “upper part” of the precipitate structure where the membranes are separated by valleys and the “back” of the precipitate structure where the center is surrounded by the solid phase in contact with the capillary walls. In the upper part, the cobalt dominates in the valleys while the back side of the precipitate is, in contrast, rather poor in cobalt.

The upper part is divided in two subregions: the membranes and the valleys between two membranes. The SEM images of Fig. 5(a) and (b) show the presence of wavy structures on the top of the membrane, i.e. the macroscopic membranes contain numerous micro-membranes. The EDX analysis (Table 1) suggests that the elements of all the involved chemical reactants can be found in the membranes. SEM images of a valley between the two membranes (Fig. 5(c) and (d)) show that micro-spheres are formed there during the precipitation. The EDX analysis (Table 1) shows that the cobalt is by far the most abundant element in these valleys between the membranes.

In the center of the back of the precipitate (Fig. 5(e) and (f)), where the sodium silicate flows during the experiment, a porous structure has been formed with a pore size smaller than 10 \( \mu m \). The walls of the back part (Fig. 5(g) and (h)) have, in contrast, a more compact micro-structure than the center. This region may have been influenced by the capillary wall. The EDX analysis (Table 1) suggests that the back of the precipitate has an elemental composition similar to the membranes of the upper part.

The crystallinity of the precipitate has been explored using the XRD technique. The XRD spectrum presented in Fig. 6 shows a highly amorphous precipitate with a weak peak at 11 deg., probably caused by cobalt nanoparticles, and is similar to previous XRD spectra of silica gardens grown from pressed pellets of CoCl₂.6H₂O.
Based on the chemistry of the cobalt–silicate chemical gardens and compositional analysis of chemical garden precipitation tubes grown in flow conditions, we can understand the composition of the upper zone (Table 1) and the XRD measure of mainly amorphous material as follows. The membranes mainly formed of CoO/CxSiO2 are rich in both cobalt, silicate and oxygen. They separate the acidic solution of the metal salt (pH = 4.24) from the basic silicate solution (pH = 11.55). H+ cations diffuse through the membrane from the metal salt side to the silicate side and decrease locally the pH. This causes the precipitation of amorphous silica on the outer wall, which explains the X-ray diffraction pattern of Fig. 6. On the metal salt side, the increase of pH due to the rapid diffusion of OH− anions from the alkaline silicate side causes the formation of colloidal metal hydroxide Co(OH)2.

6 Conclusions

The oscillatory precipitation of a chemical garden has been studied experimentally in a microfluidic co-flow reactor by injecting a solution of cobalt chloride at a given velocity within a flowing solution of silicate. We have analysed the formation of patterned precipitation tubes for high reactant concentrations for which a budding oscillatory regime is observed when the cobalt solution is injected into a 3D beaker of stagnant silicate. We find that the confinement and the co-flow of reactants both tame the irregular bursting growth to yield membranes rich in all reactant elements periodically separated by valleys rich in cobalt on the upper side of the tubes. The back of the precipitate structure shows a chemical composition similar to the membranes. The wavelength between membranes is roughly 2 mm up to a cobalt solution velocity \( u_{Co} \) of the order of 5 mm s\(^{-1}\) while a decrease in the wavelength is observed at larger \( u_{Co} \). The spacing between membranes becomes also more irregular at large \( u_{Co} \). The wavelength is found to be independent of the silicate solution’s velocity \( u_{Si} \). The chemical garden tube’s growth velocity \( V \) increases linearly with \( u_{Co} \) while the average time between two rupture events of
the growing membrane decreases as \( u_{\text{co}} \) increases. XRD measurements show the presence of a highly amorphous precipitate that can be explained by the chemistry of chemical gardens, whereas SEM images reveal a hierarchical substructure of smaller size membrane on the macroscopic membranes.

A mathematical model has been developed based on the periodic growth of a spherical membrane when a solution of cobalt is injected into a solution of silicate. When reaching a given radius, the membrane bursts and a new membrane starts to grow. Expressing the work of fracture as a function of the average concentration of the solid product allows to compute a wavelength that is inversely proportional to the flow rate. At low flow rate, this rupture time decreases as \( u_{\text{co}} > 5 \text{ mm s}^{-1} \), the rupture time decreases as \( u_{\text{co}}^{-4} \) inducing a wavelength that is inversely proportional to the flow rate. The analytical expressions are in good agreement with the experimental data.

Our results show that microfluidic co-flow geometries provide a good tool to control the growth of regularly templated chemical garden tubes. This paves the way to further experimental and theoretical studies of engineering techniques for the controlled growth of solid tubes with interesting material properties.
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**A Thin shell hypothesis**

The model presented in the main text did not require any hypothesis on the shell thickness except it is small compared to the radius of the shell. The shell is composed of the precipitate generated by the reaction between the two reactive fluids A and B. Therefore, the product C is produced in the depletion zone where A and B are consumed by the reaction. This region is known to grow diffusively independently of the geometry.\(^{46,47}\)

Assuming that \( h \sim (Du)^{1/2} \), we can compute \( h/R \) in the two regimes at the rupture time \( T_R \).

**A.1 Low flow rate**

Using the expression (4) of \( R \) evaluated at \( t = T_R \) given by eqn (14), we obtain

\[
\frac{h(T_R)}{R(T_R)} = 9.9 \times 10^{-2} \left( \frac{\eta_a}{P} \right)^{1/2} \left( \frac{D}{Q_{\text{co}}} \right)^{1/2}.
\]

Using the mean value eqn (21), we have

\[
\frac{h(T_R)}{R(T_R)} = 6.5 \times 10^{-2} \left( \frac{D}{Q_{\text{co}}} \right)^{1/2}.
\]

Using \( D = 2 \times 10^{-9} \text{ m}^2 \text{ s}^{-1} \), the ratio \( h/R \) varies between 0.09 and 0.03 at the rupture time when \( Q_{\text{co}} \) varies between 1 and 10 \( \mu \text{ l s}^{-1} \).

**A.2 Large flow rate**

Using the expression (4) of \( R \) evaluated at \( t = T_R \) given by eqn (17), we obtain

\[
\frac{h(T_R)}{R(T_R)} = 9.1 \times 10^{-2} \left( \frac{\eta_a}{P} \right) \frac{D}{Q_{\text{co}}} \ln \left[ 1 + \frac{5\gamma^2}{2} \right].
\]

Using the mean value eqn (21), we have

\[
\frac{h(T_R)}{R(T_R)} = 3.9 \times 10^{-2} \left( \frac{D}{Q_{\text{co}}} \right) \ln \left[ 1 + \frac{5\gamma^2}{2} \right].
\]

Using \( D = 2 \times 10^{-9} \text{ m}^2 \text{ s}^{-1} \) and \( \gamma = 4.55 \), the ratio \( h/R \) varies between 0.20 and 0.02 at the rupture time when \( Q_{\text{co}} \) varies between 1 and 10 \( \mu \text{ l s}^{-1} \).
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